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Abstract 

In most recent years, many educational research workers pointed out that collaborative learning 

should be widely used in education systems because collaboration skill has increasingly become 

an essential skill of modern society. Moreover, collaborative learning can encourage the 

improvement of students’ comprehension about their studying. However, it is vitally important to 

notice that students have different common interests which mean various habits, likes and dislikes, 

and different learning styles. From the view of educational informatization, we therefore propose 

Student Collaborative System (SCS) to help in grouping students in accordance with their common 

interests in this paper. In our proposed system (SCS), students are grouped based on the analysis 

of common interests using K-Means clustering method. This system is developed using Python 

as programming language and Spyder (Python 3.7) as integrated development environment (IDE). 
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Introduction 

 Alongside with the influence of educational informatization, Data Mining techniques are 

widely used in education industry to gain the valuable insight from data. This is namely called 

Educational Data Mining (C. Romero, S. Ventura (2007)). Following the steps of most Data 

Mining system, Educational Data Mining also has three steps; data preprocessing, mining or 

using one of Data Mining techniques and providing finalized results. 

Although the use of Educational Data Mining is increasingly spread, it is mainly 

convenient in developed countries because data collecting is the indispensible process of Data 

Mining and it is easily performed in developed countries through many information system and 

successful E-Learning classrooms. Educational Data Mining is rarely used in developing countries 

as traditional classrooms are essential roles of education system and data collection is not that 

much easy. 

On the one hand, collaborative learning which can provide collaborative skill in real life 

and has a lot of benefits for students has become one of popular learning styles. Moreover, it can 

help student-center learning which can promote student engagements (Singhal, Divya. (2017)). 

On top of that, student-center learning is the education system which is used in our country, 

Republic of the Union of Myanmar. 

Due to the above reasons, student collaborative system (SCS) is designed to meet the 

requirements in developing countries, especially in Myanmar. Regardless of being homogeneous 

of heterogeneous grouping, our paper mainly focus on grouping students according to their 

common interests. In our research work, questionnaire approach is used as primary data collection 

method and K-Means clustering method is applied to classify students into proper groups. 

 

Related Works 

 A lot of educational data mining researches are developed to enhance collaborative 

learning although there many open source tools such as Keel, Weka and we can adopt many 

seldom paywares, e.g. SPSS and DBMiner. Among these previous researches, a research 
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paper by TangJie et.al., (2012) explored a peer-model that was designed for Mobile Computer 

Supported Learning in order to find partners for students in 2012. Moreover, there are many 

researches about educational data mining tools such as Pdinamet (E. Gaudioso et al., (2009)) and 

E-learning Web Miner (Zorrilla, Marta & García-Saiz, Diego. (2013)) which apply clustering or 

association rules. 

In 2009, Wen-Yan Kao developed a learning style classification mechanism for            

e-learning. A hybrid approach which is composed of genetic algorithm and k-NN classification is 

used in this research. And In 2014, Enhanced Ant Colony Optimization (EACO) algorithm is 

proposed by Hu Hui based on the ability, interests and comprehensions of students in order to 

enhance cooperative learning. On top of that, Ma Yanyun measured students’ learning ability 

to improve the effectiveness of collaborative learning in 2016. 

Through these previous researches, we can clearly see that many educational researchers 

applied Educational Data Mining in terms of improving effectiveness and efficiency of student 

collaboration. 

 

Proposed System 

Our proposed system, student collaborative system (CSC) is inspired by these related 

works. However, the main difference between our work and these related researches are data 

sources. The data sources of these related studies are mostly collected from E-Learning 

systems and computerized school management systems which can acquire data of student 

learning activity. Apart from these researches, we developed a questionnaire to collect data 

because E-Learning system and computerized school management systems cannot be adopted 

widely in developing countries and so teachers in those portions of the world need a questionnaire 

as a mean to gather students’ data. After we gathered students’ data through the developed 

questionnaire, K-means clustering method was employed to analyze collected data. The system 

flow diagram of our proposed system is illustrated in figure 1. 

 

Data Collecting 

Following the rules of Data Mining processes, data collecting came in first place of our 

research work. To collect data, we developed a questionnaire that can catch students’ opinions 

which can be used to identify the groups. Moreover, this questionnaire was comprised in 

accordance with students in Myanmar currently enrolling in computer science because it is vitally 

important to guarantee comprehensiveness, usability, quality and to reflect the targeted people 

and to meet requirements in research areas. Therefore, the questionnaire was developed with               

20 questions in which number one to ten are about lifestyle and habits while number eleven to 

fifteen are about their opinions on their specialization and last five question are about their 

learning styles that are extracted from Dunn’s theory of learning style (Dunn, R. (1984)). Each 

question consists of three answers to be chosen as shown in Table 1. 
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Figure 1 System Flow Diagram 

Table 1  Questionnaire to collect students’ opinions 

Questions Choices Answers 

1. Which is the most and usually habit 

       you would like to do in the 

following? 

(a) Gaming 

(b) Music/Watching TV  

(c) Photography 

 

2. What time of weekend day would 

     you be most available? 

(a) Morning 

(b) Afternoons  

(c) Evening 

 

: : : 

: : : 

11.  Which   programming language 

         you would prefer the most? 

(a) Java 

(b) C# 

(c) C++ 

 

: : : 

: : : 

20. What will you do when you need 

     to make a decision while shopping? 

(a) Make the decision right away 

(b) Make  the  decision  after  deep 

consideration 

(c) Hesitate to make decision 

 

 

These questionnaires are handed out to 30 computer science students from Department 

of Computer Studies, University of Mandalay. And 27 questionnaires were collected with a 

collecting rate of nearly 90% (exactly 89.99%). 
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Data Pre-processing 

 After collecting data sources, next step we must perform is data pre-processing on 

original data set, which is an indispensable and important initial stage of data mining. Moreover, 

we can solute the noises, missing values and inconsistent data via data pre- processing. In 

other words, we can say that the main objective of data pre-processing is to minimize the 

dimensionality or size of data, normalize the original data set, discover the interconnection 

between data, detect outliers and extract features for data. Data pre- processing consists of data 

cleaning, data integration, data transformation. These stages are illustrated by figure 2 and figure 

3 (Tamilselvi et al.,2015). In our research work, we performed data conversion and principal 

component analysis for dimensionality reduction on original data set. 

 
Figure 2  Data pre-processing in Knowledge discovery 

 
Figure 3  Data pre-processing Form Data Conversion 
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 According to the structure of questionnaire we designed as shown in Table 1, every 

students staring from the sequences of their roll number R possess 20 attributes from A1 to A20.  

A range of choice for each answer A is{a, b, c}.Therefore, we can say that 

Ri={A1,A2,A3,……,A19,A}, i= number of students {1,2,3,…..,40} as shown in Table 2. Due to 

the fact that our proposed system (SCS) need numeric values to conduct clustering analysis, a, b, 

and c is transformed to the values of 1, 2, and 3 respectively as shown in Table 3. 

Table 2 Original data 

Roll 

Num 
Q1 Q2 …….. Q10 ……. Q19 Q20 

R1 B b ……. B …….. C A 

R2 C c …….. C …….. C a 
: : : …….. : ……… : : 

R10 B a ……. B ………. C A 
: : : …….. : ……… : : 

R26 B c …….. B ………. B a 

R27 B a ……… C ……… C B 

Table 3  Converted data 
 

Roll 

Num 
Q1 Q2 …….. Q10 ……. Q19 Q20 

R1 2 2 ……. 2 …….. 3 1 

R2 3 3 …….. 3 …….. 3 1 

: : : …….. : ……… : : 
R10 2 1 ……. 2 ………. 3 1 

: : : …….. : ……… : : 
R26 2 3 …….. 2 ………. 2 1 
R27 2 1 ……… 3 ……… 3 2 

 

Dimensionality Reduction of Original Data by Principal Component Analysis 

Principal component analysis can be defined as a process to reduce the size of data that 

has multi dimension; in other words, data which has a lot of attributes with the minimum loss of 

data. The goals of principal component analysis are (1) to extract the most important information 

from the data table;(2) to compress the size of the data set by keeping only this important 

information;(3) to simplify the description of the data set; and (4) to analyze the structure of 

the observations and the variables;(5) to compress the data, by reducing the number of 

dimensions, without much loss of information (Mishra et al., 2017). In our research work, 

principal component analysis was applied as pre stage to K-Mean Clustering algorithm which 

need the least data size as much as possible.  

Although principal component analysis has several stages which are also related to 

mathematical backgrounds, we applied the Python programming libraries built in Python                     

3.7 supported by Spyder IDE to perform the principal component analysis on original data. As a 

result, we can reduce the data size of original data from 20 attributes to 15 attributes. As 

shown in figure 4, there is no variation among data when the variation line reaches          

15 principal components. This means that the original data which has 20 components can be 

covered by first 15 components. This leads to R1 ={ A1,A2,A3,…..,A14,A15}. 
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Figure 4  Variance of data 

 After deciding number of principle component as 15, we derived a new data set as shown 

in figure 5. 

K-Means Clustering Algorithm 

Clustering Analysis can be defined as partitioning the data into different groups 

according to their attributes or characteristics. We can also say that data in one group are 

similar and have same properties compared to data in different groups (Han et al., 2004). 

Unlike supervised learning, clustering is an unsupervised learning method in which we analyze 

the data to be put into similar groups and to create different groups instead of predicting a 

target. There are many types of clustering; connectivity-based clustering, also known as 

hierarchical clustering, centroid-based clustering, also known as k-means clustering, 

distribution-based clustering, density-based clustering, gird-based clustering. 

With the rapid development of data mining technology, there are a lot of areas in 

which clustering method is highly applied. It is widely used not only in business and market 

research but also in image segmentations. Moreover, clustering analysis can identify Web files 

by looking at their attributes such as their subjects.  In education sector, clustering analysis is 

applied by many research workers as we discussed in related works section. 

 
Figure 5 New Data Set Via Principal Component Analysis 
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In our proposed system, K-Means clustering algorithm was adopted because it is much 

better than other clustering algorithm in term of computation. Another reason is that K- means 

clustering is very convenient if the number of student is very large and is easy to implement. 

Last but not least, K-mean clustering is less time consuming compared to other algorithm. John 

A. Hartigan (1975) proposed five steps for K-Means algorithm: (1) Arbitrarily choose k objects 

from D as the initial cluster centers; (2) Repeat; (3) (Re) assign each object to the cluster to 

which the object is the most similar, based on the mean value of the objects in the cluster;               

(4) Update the cluster means, i.e., calculate the mean value of the objects for each cluster; and 

(5) Until no change; where k is the number of clusters, and D is a data set containing n objects. 

The most important stage of K-Mean clustering algorithm is to determine the number of 

cluster; in other word deciding the value of K. In our proposed system, we decided the value 

of K as 6 targeting that the number of student in one group is about four due to the reason 

that at least 2 and at most 5 students should be in a group collaborative learning according 

to Johnson & Johnson (1999). 
 

Clustering Analysis Result and Discussion 

After we had done all data pre-processing stages and get a new data set via principle 

component analysis as shown in Figure 5, we applied K-Meaning Clustering algorithm to this new 

data set. As a result, we got an output in which clusters of components of new data set can be 

seen as shown in Figure 6. After that, we integrated this result to initial data which means data 

with same size to original data in order to get finalized data. According to final results shown in 

figure 7, we found that cluster 0 and cluster 4 had two students respectively while cluster 2 and 

cluster 5 stands with six students in each. Unlike other clusters, cluster 3 has seven students and 

cluster 1 possesses four students. 

 

Figure 6  Principal components with cluster ID 
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Figure 7  Finalized Result 
 

These are the result of our proposed system (SCS), which applied K-Means clustering to 

group the students based on students’ common interests with a goal to promote collaborative 

learning. By the final results, our proposed system focus on grouping students based on their 

opinions, their answers to questionnaire. Moreover, the data size of our data set can be effectively 

reduced by principal component analysis and it is also an advantage to K- Means clustering 

algorithm. K-Means clustering algorithm is also better compared to other algorithm in terms of 

speed and simplicity. 

 

Conclusion and Outlook 

 Although educational informatization is widely spread and improved in developed 

countries in order to promote collaborative learning, it is still hard to implement in developing 

countries because of the lack of data sources. In developed countries, it is easy and convenient 

to acquire the required data sources for collaborative learning because of the availability and 

mushroom existence of E-Learning classrooms. However, E-Learning classrooms and school 

information system are not prospered in developing countries. Therefore, we designed a 

questionnaire that reflects the common interests of the students especially in computer science 

to collect data and then we applied K-Means clustering to data in order to group students in 

accordance with their common interests after principal component analysis was performed as 

data pre-processing. By the results of our proposed system, teachers can group their students 

based on their common interests and enhance the collaborative learning. 

In the future, researchers can perform more clustering algorithm by combining two or more 

them as a hybrid approach to make more reliability of clustering. Moreover, the research material 

(30 students) we used in this study is relatively small because we use the students in one 

classroom as research objects. Therefore, further studies should be carried out with larger amount 

of class size improving the proposed system. By conducting these researches more, our education 

system should be moved forward and better with the help of educational informatization. 
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